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Abstract— U-UV codes were recently proposed as a compe-
tent short-to-medium length coding scheme. With well designed
component codes, U-UV codes can outperform similar rate
cyclic redundancy check (CRC)-polar codes with the successive
cancellation (SC) and the SC list (SCL) decoding. In order to
improve the coded transmission spectral efficiency, this paper
proposes the bit-interleaved coded modulation (BICM) scheme
with U-UV codes as the channel codes. A bit interleaver structure
is proposed to facilitate the component code rate allocation
based on the polarized subchannel capacities. Under the BICM
paradigm, the component code rates can be allocated by first
estimating the modulation subchannel capacities, then adjusting
based on the finite length rates and the equal error probability
rule. Theoretical performance bounds and their approximations
on decoding error rates are further analyzed. It provides the the-
oretical benchmarks for our simulations and guides the optimized
design of the coded modulation scheme. Finally, simulation results
of the U-UV coded BICM scheme are provided to demonstrate
its error-correction competency. It can outperform the relevant
bit-interleaved polar coded modulation (BIPCM) scheme.

Index Terms— Bit-interleaved coded modulation, spectral effi-
ciency, U-UV codes.

I. INTRODUCTION

FUTURE communication systems will realize ultra reli-
able and low-latency information transmission, for which

competent short-to-medium length channel codes are impor-
tant. So far, the good performing short-to-medium length
codes include the Bose-Chaudhuri-Hocquenghem (BCH)
codes [1], [2], the tail-biting convolutional codes [3], the
cyclic redundancy check (CRC)-polar codes 1 [4], [5], [6],
and the more recent polarization adjusted convolutional (PAC)
codes [7]. The ordered statistics decoding (OSD) is able to
achieve a near maximum likelihood (ML) decoding perfor-
mance for BCH codes, but inherits a complexity that grows
exponentially with its decoding order [8]. The CRC-polar
codes can also achieve a near ML performance with the
successive cancellation list (SCL) decoding [5], [6]. Although
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1They are modified polar codes with the outer concatenated CRC codes.

well designed CRC-polar codes [9], [10] can further enhance
the performance, channel polarization remains incomplete in
the short-to-medium length regime. There exists a significant
portion of subchannels without a polarized capacity. They
cannot be adequately utilized, resulting in a capacity loss.
Note that polar codes have been proven to achieve capacity
of the binary input symmetric discrete memoryless channel as
codeword length is sufficiently large [4]. To overcome the
incomplete polarization, PAC codes were recently proposed
by introducing an outer convolutional transform. It helps
reallocate the transmission of the unpolarized subchannels.

Another solution for the incomplete polarization can be
realized through U-UV structural coding [11], [12]. It is a
re-exploration of the classic Plotkin codes [13], in which the
U codes and V codes are component codes of equal length.
They are concatenated in a (U |U + V) recursive manner.
For succinctness, we use U-UV to refer this (U |U + V)
coding structure. This structural coding also results in polar-
ized subchannel capacities. Each of the subchannels conveys
a component codeword. Consequently, the component code
rates can be designed accordingly. Compared with CRC-
polar codes, it does not require complete polarization of the
subchannel capacities. Moreover, Its decoding parallelism can
be realized through the component code decoding, leading to
a greater potential of achieving a low decoding latency than
the CRC-polar codes. With BCH component codes, the U-UV
code is also known as the generalized BCH-polar concatenated
codes [14]. It has been shown that the U-UV codes can
outperform the CRC-polar codes using either the successive
cancellation (SC) decoding or the SCL decoding [11]. Hence,
the U-UV codes appear to be another good performing short-
to-medium length code. To realize the spectrally efficient
coded transmission, U-UV codes’ integration with high order
modulation schemes should be studied, which is the primary
motivation of this work.

Coded modulation integrates the design of a channel code
and a high order modulation scheme, which can be realized
through multilevel coding (MLC) [15], trellis coded modula-
tion (TCM) [16] or bit-interleaved coded modulation (BICM)
[17], [18]. Among them, BICM has been employed in several
communication systems, including wireless LANs, WiMax
and cellular networks. A BICM scheme bridges a channel code
and a high order modulation scheme by the bit interleavers.
Its parallel channel model decomposes the high order channel
input into a set of bit channels. Independent binary encoding
and decoding are realized in each bit channel so that the
powerful family of binary codes can be integrated with a
high order signal constellation. The bit interleavers diversify
the transmission of the neighboring coded bits, combating
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the channel fading effects. However, it should be pointed out
that a BICM scheme is suboptimal due to the independence
assumption of the decomposed bit channels. This loss can
be compensated by the iterative decoding (ID) between the
demodulator and the decoder, i.e., the BICM-ID [19].

The bit-interleaved polar coded modulation
(BIPCM) [20], [21], [22] integrates polar codes and the
BICM structure. It has also been adopted in the 5G wireless
communication standard [23]. The channel partition theory
was proposed to analyze the BIPCM schemes [20]. The
integration of polar codes and different order modulations can
also be realized by the concept of virtual channel [21], where
the polarized subchannel reliability can be evaluated using the
Bhattacharyya parameter. On the other hand, compound polar
codes [22] was introduced to adapt to the modulation order
by introducing an additional polarization matrix. It increases
polarization and yields an improved decoding performance.
A BIPCM scheme for 64-QAM was also proposed based on
the multi-kernel polar codes [24]. The partially information
coupled BIPCM was proposed in [25], which can also be
seen as an effort to overcome the incomplete polarization
of short-to-medium length polar codes. With the weight
enumerating function, a BIPCM scheme and a non-binary
interleaved polar coded modulation scheme were designed
based on the polarization effect and the block error rate
upper bound [26], [27]. A constellation shaping method
and labeling strategy for BIPCM were proposed in [28]
and [29], respectively. Besides BIPCM, there also exist work
focusing on the design of multi-level polar coded modulation
(MLPCM) [20], [30], [31], [32], [33], [34], [35], [36].
Recently, a hybrid polar coded modulation scheme that
features both the BICM and the MLC was propsed to
achieve a better tradeoff between the decoding latency and
performance [37].

In order to realize spectrally efficient transmission for the
U-UV coded systems, this paper proposes the U-UV coded
BICM scheme. The main contributions of this work are as
follows:
• Intrinsic structure of the bit interleaver is designed so that

the diversified bit channel capacities of the modulation
scheme can be rationally utilized, which also facilitates
the rate allocation of the component codes.

• A comprehensive strategy is proposed for allocating the
component code rates, so that the designed U-UV coded
BICM scheme cannot only achieve a targeted information
rate2, but also yield a good decoding performance. Two
rate allocation algorithms that estimate the polarized
subchannel capacities are first introduced, which are
based on the Bhattacharyya parameter and the Gaussian
approximation (GA), respectively. Based on the estimated
subchannel capacities, the finite length rate and the equal
error probability rule are further applied to adjust the
component code rates.

• Decoding performance bounds and their approximations
of the U-UV coded BICM schemes are further analyzed,
providing the theoretical performance benchmarks for

2It is the number of information bits carried by each transmitted symbol.

Fig. 1. Construction of an h levels U-UV code.

our simulations. This analysis also helps optimize the
interleaver design.

• Utilizing BCH codes as the component codes, extensive
simulations on the proposed U-UV coded BICM schemes
have been carried out. Our simulation results demonstrate
the effectiveness of the proposed BICM scheme design.
They also show that substantial performance gains can
be achieved over the BIPCM schemes that employ CRC-
polar codes.

The rest of this paper is organized as follows. Section II pro-
poses the U-UV coded BICM scheme. Section III presents two
rate allocation algorithms and further adjustments to allocate
the component code rates. Theoretical performance bounds
and their approximations of the U-UV coded BICM schemes
are studied in Section IV. Section V presents our simulation
results and discussions. Finally, Section VI concludes the
paper.

II. U-UV CODED BICM

This section introduces the U-UV coded BICM schemes,
including the encoding of the U-UV codes and the following
coded modulation. Finally, the demodulation and decoding
will be introduced.

A. U-UV Codes

Consider the U code and V code are two binary block codes,
denoted as CU and CV, respectively. They have a length of
n and a dimension of kU and kV, respectively. A single level
U-UV code, denoted as CU-UV, is a block code of length 2n
and dimension kU + kV. It is constructed with CU and CV in
the U-UV manner as [13]

CU-UV = {(cU | cU + cV) : cU ∈ CU, cV ∈ CV} , (1)

where cU and cV are the codeword of CU and CV,
respectively. When more component codes are involved, this
construction can be extended recursively, resulting in a mul-
tilevel construction. Fig. 1 illustrates the construction of an h
levels U-UV code. At level 0, there are γ = 2h component
codes of length n. They are coupled in the U-UV manner as in
(1) to construct the U-UV codes of level 1. The U-UV code-
words at level 1 can again be used as the U codes and V codes
to construct to the U-UV codewords of level 2. This U-UV
construction can be extended recursively, and finally an h
levels construction will yield a U-UV codeword of length N =
γn. By specifying the component codes at level 0, the U-UV
code can also be seen as a generalized concatenated code
(GCC) with inner polar codes [14], [38], [39], [40], [41], [42].

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on September 18,2023 at 01:37:58 UTC from IEEE Xplore.  Restrictions apply. 



WU et al.: U-UV CODING FOR BIT-INTERLEAVED CODED MODULATION 5067

Fig. 2. Block diagram of the U-UV coded BICM scheme with γ = m.

E.g., if BCH codes are utilized as the component codes,
the U-UV code can be seen as a generalized BCH-polar
concatenated code.

This U-UV code construction exhibits channel polarization
effect [4], resulting in γ subchannels with polarized capacities
at level 0. We use Wi and Ci to denote the subchannels
and their capacities, respectively, where i = 0, 1, . . . , γ − 1.
Each subchannel conveys a component codeword. Hence, the
subchannels are also known as the vector channels of length n.
Let Ci denote the component code (the U code or the V code)
that is transmitted through subchannel Wi . It has a dimension
of ki and a rate of ri = ki/n. As a result, the U-UV code
has a dimension of K =

∑γ−1
i=0 ki and a rate of R = K/N .

The component code rates can be designed based on several
rate allocation strategies. E.g., it has been proposed in [14]
and [38] that the component code rates can be designed based
on equalling their decoding error probabilities. The following
Section III will introduce a more comprehensive rate allocation
strategy for the U-UV coded BICM schemes, resulting in less
rate loss.

B. The Proposed Coded Modulation

Block diagram of the proposed U-UV coded BICM scheme
can also be represented in the GCC paradigm, as shown in
Fig. 2. There are γ outer component codes and n inner polar
codes. The outer codes and inner codes are of length n and
γ, respectively. Since γ = 2h, the inner polar codes have
h polarization steps. Referring to the h levels U-UV code
construction of Fig. 1, the outer component encoders generate
component codewords at level 0, and the inner polar encoders
correspond to the U-UV code construction from level 1 to
level h as shown in Fig. 1. In particular, let

u = (u0, u1, . . . , uK−1) (2)

denote the binary message vector. Note that this work con-
siders binary codes. In the U-UV encoding, u is partitioned
into γ blocks of length k0, k1, . . . , kγ−1, respectively. Each
of them will be encoded by an outer component code. Let
c(i) = (c(i)

0 , c
(i)
1 , . . . , c

(i)
n−1) denote the ith component code-

word, where i = 0, 1, . . . , γ − 1. Input of the jth polar
encoder is (c(0)

j , c
(1)
j , . . . , c

(γ−1)
j ), i.e., the jth symbol of all

component codewords, where j = 0, 1, · · · , n − 1. Output of
the jth polar encoder is (v(j)

0 , v
(j)
1 , . . . , v

(j)
γ−1). Note that the bit

reversal operation [4] is contained within the polar encoders.

Fig. 3. Bit channel capacities of the Gray labeling 16-QAM.

The U-UV codeword v is obtained by cascading the output of
all the inner polar encoders as

v = (v(0)
0 , v

(1)
0 , . . . , v

(n−1)
0 , v

(0)
1 , v

(1)
1 , . . . , v

(n−1)
1 ,

× . . . . . . , v
(0)
γ−1, v

(1)
γ−1, . . . , v

(n−1)
γ−1 ). (3)

Let us assume that the U-UV code is integrated with a
modulation scheme of order m. With ideal interleaving, the
system can be equivalently modelled as a set of m parallel
binary input channels [18]. They are distinguished by the label
indices of a signal constellation. Given a 2m-ary modulation,
let X denote the modulated symbol set and X µ

p further denote
a subset of X with their pth labelling bit being µ, where
p = 0, 1, . . . ,m − 1 and µ ∈ {0, 1}. Given a modulation
symbol set X and a received symbol y, the pth bit channel
can be defined by its transition probability.

Pp(y|µ) =
1

2m−1

∑
x∈Xµ

p

PY|X (y|x), (4)

where PY|X (·|·) is the transition probability of the underlying
channel with input X and output Y . Capacity of the pth bit
channel can be further determined by [18]

CMOD
p = 1− E

log2

∑
x∈X

PY|X (y|x)∑
x∈Xµ

p

PY|X (y|x)

 . (5)

In particular, when it is the additive white Gaussian noise
(AWGN) channel, the transition probability is

PY|X (y|x) =
1√
2πσ

e−
||y−x||2

2σ2 , (6)

where σ2 is the noise variance. Fig. 3 shows the bit channel
capacities of the Gray labeling 16-QAM against the AWGN
channel signal-to-noise ratio (SNR). Capacities of the four
bit channels which are denoted as CMOD

0 , CMOD
1 , CMOD

2 and
CMOD

3 , respectively, have two possible values. Capacity C
of the 16-QAM is the sum of its decomposed bit channel
capacities. In the following, we call these bit channels the
modulation channels.

With the above mentioned setup, the U-UV coded BICM
process can be described as follows. The message u is
encoded by the U-UV encoder, yielding a codeword of (3).
The codeword symbols are fed into an interleaver Π which
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performs bit wise permutation. As Fig. 2 shows, the modulator
further arranges every m interleaved coded bits in groups
and maps them into a sequence of modulated symbols x =
(x0, x1, . . . , xN/m−1), where it is assumed that m|N . Each
modulated symbol xt has a bit label of (x(0)

t x
(1)
t · · · x

(m−1)
t ),

where t = 0, 1, . . . , N/m − 1. x
(p)
t is a constituent bit of

xt, which will be transmitted through the pth modulation
channel. Let v

(j)
ω denote the jth polar encoder output, where

ω = 0, 1, . . . , γ − 1 and j = 0, 1, . . . , n − 1. Therefore, the
interleaver is a bijective mapper Π : (j, ω) 7→ (p, t), which
designates the modulation channel and the modulated symbol
sequence index for each U-UV coded bit. That says given Π(·)
as the interleaving function, we have x

(p)
t = Π(v(j)

ω ).
The coded bits are conveyed through different equivalent

modulation channels, which have different capacities. There
exists intrinsic channel polarization effect within the U-UV
coding structure. It is assumed that all inner polar encoders
can provide the identical bundles of the polarized subchan-
nels, so that the strategies for assigning the component code
rates can be derived. Therefore, for the output of each polar
encoder, the mapping from codeword symbols to modulation
channels will be the same. Let M(ω) denote the index of the
modulation channel which conveys the coded bit v

(j)
ω for all

j. We call the mapping M : ω 7→ p the interleaving pattern.
This pattern should be applied to the output of all inner polar
encoders. Hence, the coded bits from the same position of
different polar encoders should be sent to the same modulation
channel. As shown in Fig. 2, the interleaver Π consists of m
sub-interleavers Π0, Π1, . . . ,Πm−1 of the same length. A sub-
interleaver collects and permutes only the coded bits for its
corresponding modulation channel.

For simplicity, it is assumed that the number of modulation
channels is not greater than that of component codes, i.e.,
m ≤ γ. As mentioned above, it is required that the interleaving
pattern should be the same for the output of each inner polar
code. Therefore, if γ ∤ m, γ mod m virtual modulation
channels can be added [21]. The bits sent to the virtual
modulation channels are punctured but resumed at the receiver
for the demodulation and decoding.

C. Demodulation and Decoding

With a received symbol sequence y = (y0, y1, . . . , yN/m−1)
∈ YN/m, the a posteriori probabilities (APPs) of the inter-
leaved coded bits can be determined by

P (x(p)
t = µ) =

∑
x∈Xµ

p

P (x)PY|X (yt|x). (7)

It is assumed that the constellation symbols are uniformly
distributed, i.e., P (x) = |X |−1,∀x ∈ X . The log-likelihood
ratio (LLR) of bit x

(p)
t can be further determined by

L(x(p)
t ) = ln

P (x(p)
t = 0)

P (x(p)
t = 1)

. (8)

With the interleaving function, LLR values of the U-UV
coded bits can be retrieved as L(v(j)

ω ) = L(Π(v(j)
ω )). Since

x
(p)
t = Π(v(j)

ω ), we have L(v(j)
ω ) = L(x(p)

t ). So that, the

Fig. 4. SCL decoding process of a 2 levels U-UV code.

U-UV codeword can be decoded by the SC or SCL decoding
mechanism [11], [43].

The SC decoding is the basic decoding mechanism for
the U-UV codes. To improve the decoding performance, the
SCL decoding further preserves multiple component codeword
estimations, resulting in a list decoding approach which can
be parameterized by its list size l. It yields an improved
error-correction capability over the SC decoding. Fig. 4 shows
the SCL decoding process of a 2 levels U-UV code, which
can be extended to the case of multilevel construction. In the
decoding, the LLR values that correspond to the component
codeword symbols at level 0 are computed via the SC compu-
tational mechanism [4] based on the received LLRs at level h
that are defined as in (8). Once the LLR values corresponding
to a component codeword at level 0 are determined, the
component code will be decoded by a particular decoding
algorithm. E.g., in this work, the OSD is employed to decode
the BCH component codes. The component codes are decoded
successively. With a component codeword estimation, the
correlation distance between the received information and the
estimation will be calculated. It will be accumulated as more
component codes are decoded, yielding the accumulated corre-
lation distance [11], [43]. This becomes the likelihood metric
of each decoding path. The l most likely U-UV codeword
estimations correspond to the paths that yield the l smallest
accumulated correlation distances. When l = 1, the SCL
decoding degenerates into the SC decoding. In the OSD of an
(n, k) binary linear block code with the minimum Hamming
distance dmin and rate k/n ≥ 1/2, its decoding order of

τ = min
{⌊dmin

4

⌋
, k

}
(9)

would be sufficient to yield an ML decoding performance for
the code [8].

III. RATE ALLOCATION

With the above mentioned U-UV coded BICM scheme, rate
of each component code can be designed through combining
several existing techniques. This will result in a U-UV coded
BICM scheme that achieves a targeted information rate and
also yields a good decoding performance. The subchannel
capacities are first estimated for which two algorithms are
introduced. They are based on the Bhattacharyya parame-
ter [45] and the Gaussian approximation [38], respectively.
Since the component codes are of short-to-medium length,
they are not capacity approaching codes. Their rates are
further adjusted by calculating the finite length rate over
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Fig. 5. Arßkan’s basic polar kernel.

the subchannels. Finally, the equal error probability rule is
applied to further adjust the component code rates, ensuring
the decoding performance of the designed U-UV coded BICM.

A. Bhattacharyya Parameter

Let W denote a binary-input discrete memoryless channel
with transition probability PW(·|·). The Bhattacharyya param-
eter of W is defined as [45]

Z(W) =
∑
y∈Y

√
PW(y |0)PW(y |1). (10)

It can be utilized to determine the capacity of an arbitrary
binary input discrete memoryless channel. If W is a binary
erasure channel (BEC), its capacity is C(W) = 1 − Z (W).
For a polar code, Bhattacharyya parameters of the polarized
subchannels can be calculated recursively with the channel
observations. For this, let us demonstrate Arßkan’s basic polar
kernel as shown in Fig. 5, whose nodes are indexed by a,
a′, b and b′, respectively. With the knowledge of Z(Wa) and
Z(Wb), under the BEC, the Bhattacharyya parameters of Wa′

and Wb′ can be computed as [4]

Z(Wa′) = Z (Wa) + Z (Wb)− Z (Wa)Z (Wb) (11)

and

Z(Wb′) = Z (Wa)Z (Wb), (12)

respectively. For the U-UV coded BICM scheme, the coded
bits undergo different equivalent modulation channels. The
initial condition for the recursive calculation is as follows.
For each inner polar codeword position indexed by ω, its
coded bits are sent to the M(ω)th modulation channel, and
Z(Wω) = 1−C MOD

M(ω). After the recursive calculation over the
polar trellis3, can be estimated by Ci = 1− Z(Wi).

B. Gaussian Approximation

Gaussian approximation [38] is an alternative method for
estimating the subchannel capacities with the underlying
AWGN channel. Under this paradigm, the LLR values that
are processed during the SC or the SCL decoding are assumed
to be Gaussian distributed random variables. With the noise
variance σ2, the LLR values have a mean of E[L] = 2/σ2 and
a variance of var[L] = 4/σ2, denoted as L ∼ N (2/σ2, 4/σ2).
Reliability of the polarized subchannels can be further derived.
Referring to Arßkan’s basic polar kernel shown in Fig. 5, let
La, Lb, La′ and Lb′ denote the LLRs of nodes a, b, a′ and
b′, respectively. Their means can be determined by

E [La′ ] = ϕ−1 (1− (1− ϕ(E [La])) (1− ϕ(E [Lb]))) , (13)
E [Lb′ ] = E [La] + E [Lb] , (14)

3Note that an h levels U-UV code can be represented by a polar trellis
with h polarization steps.

where

ϕ(z)=

 1− 1√
4πz

∫ ∞

−∞
tanh(

µ

2
)e−

(µ−z)2

4z dµ, z > 0

1, z = 0
.

(15)

In the proposed U-UV coded BICM scheme, the modulation
channels are assumed to be AWGN channels. With a design
SNR ρd, the equivalent SNRs of the modulation channels can
be determined based on (5). In particular, for a binary input
AWGN (BIAWGN) channel, its capacity is a function of the
SNR ρ as

CBIAWGN(ρ)=
1
2

∑
x∈{0,1}

∫ ∞

−∞
P (y|x)log2

P (y|x)
1
2

∑
x′∈{0,1}

P (y|x′)
dy,

(16)

where the channel transition probability functions P (·|·) are
determined by ρ. With capacities of the modulation channels
CMOD
M(ω) derived from (5), the equivalent SNR values can be

obtained by

ρω = C−1
BIAWGN(CMOD

M(ω)), (17)

where C−1
BIAWGN is the inverse function of the capacity function

(16). Note that C−1
BIAWGN(·) is a monotonic function, it can be

realized numerically. Since

σ2
ω =

1
2R

10−
ρω
10 , (18)

where R is the code rate, the mean of the LLR values of each
modulation channel can be determined by

E [Lω] =
2
σ2

ω

= 4R · 10
ρω
10 . (19)

For a full polar trellis, mean values of the LLRs E [Li] at
the information side can be calculated based on (13) and
(14) recursively. Subsequently, the equivalent SNRs ρi of the
polarization subchannels can be also derived from (19), i.e.
ρi = 10 log10(

E[Li]
4R ). Finally, the subchannel capacities can

be determined based on (16) as

Ci = CBIAWGN(ρi). (20)

Algorithm 1 summarizes this GA based capacity estimation
method. Note that the Bhattacharyya parameter based capacity
estimation algorithm is similar, with the only differences in the
parameters and update formulas for the recursive calculation.
In particular, lines 6 and 7 of Algorithm 1 are replaced by
F [ω] = 1 − CMOD

M(ω), lines 16 and 17 are updated by eq. (11)
and eq. (12), respectively, and lines 23 and 24 are replaced by
Ci = 1− F [ω].

Note that the above subchannel capacity estimation provides
references for component code rate allocation. It can be
realized that the Bhattacharyya parameter based estimation is
simpler, since it does not rely on the inverse functions that are
otherwise needed by the GA method. However, estimating the
equivalent SNRs of the modulation subchannels is beneficial in
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Algorithm 1 GA Based Subchannel Capacities Estimation
Require: Design SNR ρd (in dB), U-UV coding level h;
Ensure: Subchannel capacities {C0, C1, . . . , Cγ−1};

1: for p = 0, 1, . . . ,m− 1 do
2: Compute CMOD

p as in (5);
3: end for
4: Initialize an array F of length γ;
5: for ω = 0, 1, . . . , γ − 1 do
6: ρω = C−1

BIAWGN(CMOD
M(ω));

7: F [ω] = 4R · 10
ρω
10 ;

8: end for
9: for i = 1, 2, . . . , h do

10: for j = 0, 1, . . . , 2h−i − 1 do
11: for k = 1, 2, . . . , 2i−1 do
12: α ⇐ j · 2i + k;
13: β ⇐ α + 2i−1;
14: Fα ⇐ F [α];
15: Fβ ⇐ F [β];
16: F [α] ⇐ ϕ−1 (1− (1− ϕ(Fα)) (1− ϕ(Fβ)));
17: F [β] ⇐ Fα + Fβ ;
18: end for
19: end for
20: end for
21: Perform bit reversal operation on F ;
22: for i = 0, 1, . . . , γ − 1 do
23: ρi = 10 · log10(

F [i]
4R );

24: Ci = CBIAWGN (ρi);
25: end for

a more sophisticated design. E.g., the following subsection will
show that the finite length rate calculation of the subchannels
would require the equivalent SNRs. Moreover, Section IV will
show that the theoretical performance analysis of the U-UV
coded BICM scheme also requires them. Please note that both
the above mentioned Bhattacharyya parameter based and the
GA based subchannel capacity estimations would suffer an
accuracy loss, which is incurred by the assumption of the
channel models and perfect interleaving. Further considering
the component codes are of short-to-medium length, they
cannot achieve the subchannel capacities. In order to provide
a more accurate rate allocation for the component codes and
ensure the BICM scheme’s error-correction performance, the
finite length rate and the equal error probability rule should
be further applied, which are introduced below.

C. Finite Length Rate

In the finite codeword length regime, the maximum trans-
mission rate through a channel retreats from its channel
capacity. This capacity loss is incurred by the channel dis-
persion [46]. Let Q(·) denote the complementary Gaussian
cumulative distribution function as

Q(z) =
∫ z

−∞

1√
2π

e
−µ2

2 dµ, (21)

and Q−1(·) denote its inverse. For the proposed BICM scheme,
with the estimated equivalent SNR ρi, the maximum transmis-
sion rate of each component code can be further approximated

by the normal approximation (NA) as

r∗i ≈ C(Wi)−

(√
D(Wi)

n
Q−1(Pe)−

log2 n
2n

)
, (22)

where Pe is the decoding error probability and

D(Wi)≜∑
x∈X

∑
y∈Y

1
2
PWi (y|x)

(
log2

PWi (y|x)
1
2

∑
x′∈XPWi

(y|x′)

)2

−C(Wi)
2

(23)

is the dispersion of subchannel Wi . For the AWGN subchannel
with noise variance σ2

i , its dispersion can be reformulated
as [46]

D(Wi) =

1√
2π

∫
e−

µ2

2

(
1−log2

(
1+e

− 2
σ2

i

+ 2µ
σi

)
− C(Wi)

)2

dµ. (24)

Hence, the rate of component code Ci should satisfy ri ≤ r∗i .
Note that in case of capacity estimation based merely on the
above mentioned Bhattacharyya parameter or GA, we have
r∗i = Ci.

Fig. 6 shows the component code rate allocation result
of the 2 levels U-UV coded BICM scheme under the Gray
labelling 16-QAM. The length of each component codeword
is n = 63. Hence, the U-UV code is of length N = 252.
The interleaving pattern is M : {0, 1, 2, 3} 7→ {0, 2, 1, 3}.
With the maximum rate of each component code r∗i , the
maximum rate of the U-UV code is R∗ = 1

γ

∑γ−1
i=0 r∗i . Fig. 6

shows both the Bhattacharyya parameter and the GA rate
allocation results before and after considering the finite length
rate. It can be seen that the finite length rates retreat from
the Bhattacharyya parameter and the GA based estimations,
providing a more practical rate allocation for the component
codes.

D. Equal Error Probability Rule

Despite the U-UV code rates can be determined based on
the estimated subchannel capacities and further adjusted by the
finite length rates, the code’s performance needs to be further
optimized through equalling the component codes’ decoding
error probability. E.g., the equal error probability rule was
utilized to derive a rate allocation algorithn for the component
codes [14], [38]. However, it was designed for a specific
channel SNR, which cannot guarantee the codes’s performance
for a wider range of channel conditions. In this work, instead
of fomulating the design in an algorithmic fashion, we apply
the equal error probability rule by aligning the component
codes’ decoding performances, leading to a U-UV code that
can yield a good decoding performance for a wider range of
channel SNR.

Let us again assume that each component code is trans-
mitted through an equivalent AWGN channel with an
approximated SNR ρi generated by one of the proposed
subchannel capacity estimation algorithms. Once a component
code has been determined by the above mentioned subchannel
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Fig. 6. Component code rate allocation of the 2 levels U-UV coded BICM with the Gray labelling 16-QAM.

capacity estimation and the finite length rate calculation, its
weight spectrum can be further determined. Note that the
weight spectrum for some algebraic codes can be determined
by knowing its codeword length and dimension. E.g., both
BCH codes and Reed-Solomon codes are equipped with this
convenience. The ML decoding performance bounds, such as
the tangential bound [49] can be further utilized to estimate
their performance. Alternatively, the component codes’ decod-
ing performance can also be evaluated through simulations.
If component codes’ decoding error probabilities do not align,
rate adjustment would be needed. Rates of the worse perform-
ing component codes should be slightly tuned down, while the
opposite adjustment should be applied to the better performing
component codes. This rate adjustment would enable the
decoding error probabilities of all component codes better
align, so that the decoding performance of the U-UV coded
BICM scheme can be optimized. In this work, with a targeted
information rate, we can estimate the subchannel capacities as
in Section III-A and III-B. Afterwards, we can further design
the component code rates based on both the above mentioned
finite length rate and the equal error probability rules. We will
demonstrate the effectiveness of this rate allocation strategy in
Section V.

IV. PERFORMANCE ANALYSIS

This section analyzes the theoretical decoding performance
bounds and their approximations for the U-UV coded BICM
schemes. It provides theoretical benchmarks for our simulation
results that will be presented in Section V. It also sheds light
on the design of component codes and the bit interleaver.
We will first analyze the approximated theoretical performance
bounds for general U-UV coded BICM schemes, which can
be applied to cases with any component codes. This analysis
will then be specified with knowledge of component codes.

A. General U-UV Coded BICM

The approximated upper and lower bounds on the SC
decoding frame error rate (FER) of polar concatenated codes
over the AWGN channel has been characterized in [47]. They
can be extended to analyze the U-UV coded BICM schemes.
For a U-UV coding scheme, let Si denote the successful
decoding event of component code Ci. Since the erroneous
decoding (including the decoding errors and failures) of
anyone of the component codes will lead to the erroneous
decoding of the U-UV code, we let Ti denote the event
that erroneous decoding first occurs in component code Ci.
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Its decoding error probability P (Ti) can be determined by
P (Ti) = 1−P (Si|S0, S1, . . . , Si−1). Based on Section III-C,
it can be known that with the knowledge of code parameters
and the channel condition, P (Ti) can be approximated using
the NA bound. Therefore, with γ component decoding events
in decoding a U-UV code, the SC decoding error probability
can be approximated by

Pe =
γ−1∑
i=0

P (Ti)

≈
γ−1∑
i=0

Q

(
n(Ci − ri) + 1

2 log2 n√
nD(Wi)

)
(25)

≤ γ max
i

Q

(
n(Ci − ri) + 1

2 log2 n√
nD(Wi)

)
. (26)

Note that (25) is derived by approximating P (Ti) based on
the NA bound of (22), which would be a good approximation
when using powerful algebraic component codes such as BCH
codes. Hence, eq. (26) is the approximated decoding FER
upper bound. The subchannel capacities Ci can be estimated
by the algorithms presented in Section III, while the calcula-
tion of the channel dispersion D(Wi) requires the assumption
of a BIAWGN subchannel with its equivalent SNR value ρi.
Further considering a rate R U-UV code which is designed
by the component code rate allocation strategy of Section III,
the approximated decoding FER upper bound can be further
written as

Pe≤γ min
{r0,r1,...,rγ−1}

ri∈[0,Ci]∑
ri=R

{
max

i
Q

(
n(Ci−ri)+ 1

2 log2 n√
nD(Wi)

)}
. (27)

This constrained optimization problem can be solved effi-
ciently by dynamic programming [47].

The above analysis leads to two approximated SC decoding
FER upper bounds for the U-UV coded BICM schemes as
eqs. (26) and (27). The approximated SC decoding FER lower
bounds are provided as follows. With the SC decoding feature,
the decoding error probability can be also determined by

Pe = 1− P (S0, S1, . . . , Sγ−1)
= 1− P (S0)P (S1|S0) · · ·P (Sγ−1|S0, S1, . . . , Sγ−2)

= 1−
γ−1∏
i=0

(1− P (Ti)). (28)

In [48], an approximated decoding FER lower bound of the
optimal codes over the (not necessarily binary input) AWGN
channel is given. For a code of length n and rate r, its ML
decoding error probability is

Pe,AWGN(ρ, r, n) ≈

1√
nπ

1√
1 + G2 sin θ

[
G sin θe

− 1
2ρ2 + G cos θ

2ρ

]n
G sin2 θ/ρ− cos θ

, (29)

where G=0.5
(
cos θ/ρ+

√
cos2 θ/ρ2+4

)
and θ is the root of

√
2πn sin θ cos θ

sinn θ
= 2nr.

Therefore, based on eq. (28), the approximated lower bound
for the U-UV coded BICM scheme can be written as

Pe ≥ 1−
γ−1∏
i=0

[1− Pe,AWGN (ρi, ri, n)] (30)

The above lower bound is supported by assuming the ML
decoding of all component codes. Similarly, considering all
possible component code rate combinations, the decoding FER
can be approximately lower bounded by

Pe ≥ min
{r0,r1,...,rγ−1}

ri∈[0,Ci]∑
ri=R

{
1−

γ−1∏
i=0

[1− Pe,AWGN(ρi, ri, n)]

}
. (31)

Finally, it should be pointed out that the approximated bounds
of (27) and (31) provide the optimized performance bench-
marks for the U-UV coded BICM schemes at any specified
operating SNR.

B. U-UV Coded BICM With Specified Component Codes

By specifying the component codes, the decoding FER
performance bounds and their approximations for a specific
U-UV code can be further obtained. This often requires the
knowledge of the component codes’ weight spectra.

The tangential bound [49] is a tight ML decoding perfor-
mance upper bound for any binary linear block code, which
requires knowledge of the code’s weight spectrum. For a
linear block component code Ci with length n and minimum
Hamming distance dmin, let Aw denote the number of weight
w codewords. Hence, {Aw|w = 0, dmin, dmin + 1, . . . , n} is the
weight spectrum of the code. When transmitting over the
AWGN channel, the decoding FER performance of Ci is upper
bounded by [49]

T (Ci)=
n∑

w=0

AwQ

(
−
√

w

σ

)
Q

(
− w − θ

σ
√

n−w

)
+Q

(
− θ

σ

)
, (32)

where θ is the root of

∑
w

AwQ


√

w
n−w (

√
n− θ)

σ

 = 1.

Based on the truncated union bound [45], the ML decoding
FER performance of Ci for high SNR regime can be heuris-
tically approximated by

U(Ci) =
1
2
Admin erfc

(√
dminREb

2σ2

)
, (33)

where Eb is the average energy per information bit and erfc(·)
is the complementary error function. Equipped with eqs. (32)
and (33), the decoding FER upper bound of a specific U-UV
code can be determined based on the tangential bounds of its
component codes as

Pe ≤
γ−1∑
i=0

T (Ci). (34)
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Meanwhile, its decoding FER at high SNR can be approxi-
mately lower bounded by

Pe ≥ max
i
U(Ci). (35)

In this work, BCH component codes are utilized to substantiate
the U-UV coded BICM scheme. Weight spectra of most short-
to-medium length BCH codes are available in [50]. We will
demonstrate the tightness of the above mentioned theoretical
decoding performance benchmarks in the following Section V.

In the proposed U-UV coded BICM scheme, the interleaver
design realizes the assignment of the coded bits to the mod-
ulation channels. When there are m modulation channels and
γ component codes, there will be at most

|M| =
m−1∏
i=0

(
γ̃ − i(γ̃/m)

γ̃/m

)
= γ̃! · [(γ̃/m)!]−m (36)

interleaving patterns, where γ̃ = γ − (γ mod m). Different
interleaving patterns may yield the same subchannel capacity
polarization. E.g., when γ̃ = m and m is even, there are
at most 2−m/2

∏m/2−1
i=0 (m − i) polarizations. The above

derived performance bounds can also be utilized to identify
interleaving pattern that yields a good performing BICM
scheme. E.g., for a fixed rate U-UV code with specified
component codes, the upper bound of (34) can be utilized
to estimate the performance of different interleaving patterns.
For a scheme that has the adequate amount of interleaving
patterns, we can traverse them to find the optimal design.
Also note that for different code rates, the optimal interleaving
pattern for the U-UV coded BICM scheme may differ. With
a modulation scheme, a joint design of interleaving pattern
and component code rates would be desired. However, this
becomes an exhaustive process with a formidable complexity.
In this work, we first select an interleaving pattern. The
component code rates then can be allocated by the method of
Section III. Consequently, the decoding FER upper bound of
(34) will be calculated. Repeating this performance evaluation
over several candidate interleaving patterns, the one that yields
the best decoding FER upper bound will finally be chosen for
the BICM scheme. We will again demonstrate this design in
the following Section V.

V. SIMULATION RESULTS

This section presents our simulation results of the proposed
U-UV coded BICM schemes. The theoretical decoding perfor-
mance bounds and their approximations derived in Section IV
are shown as benchmarks. For the simulated U-UV codes, their
component codes are binary primitive BCH codes designed by
the rate allocation approach of Section III. In particular, the
GA based subchannel capacity estimation, i.e., Algorithm 1,
is first utilized. The finite length rate calculation is then
performed to determine the component code rates. Finally,
the equal error probability rule is utilized to tune the rates to
ensure the decoding performance of the BICM scheme. Within
the interleaver Π, all sub-interleavers Π0, Π1, . . . ,Πm−1 are
pseudo-random interleavers with a length of γ/m. Since this

Fig. 7. SC decoding performance of the (252, 139) U-UV coded BICM with
16-QAM over the AWGN channel.

is a non-iterative decoding, Gray labelling is adopted for
all modulation schemes. Both the SC and SCL decoding of
U-UV codes are simulated, in which the component codes are
decoded by the OSD with a decoding order determined by
(9). The SNR is expressed in Eb/N0, where N0 is the noise
power spectral density.

Under these settings, three 2 levels U-UV codes have been
designed and simulated with 16-QAM such that there are
four modulation channels, i.e., m = 4. They are the 2 levels
(252, 139) U-UV code with component codes of length
63 and dimensions {k0, k1, k2, k3} = {7, 36, 39, 57}.
It achieves a transmission rate of 2.2 information bits
per symbol. The others are the 2 levels (252, 73) U-UV
code with component codes of length 63 and dimensions
{k0, k1, k2, k3} = {0, 10, 18, 45}, and the 2 levels (252,
183) U-UV code with component codes of length 63 and
dimensions {k0, k1, k2, k3} = {24, 51, 51, 57}. They
achieve the transmission rates of 1.16 and 2.9 information
bits per symbol, respectively. Note that a code of dimension
zero indicates its coded bits are all set to a predetermined
symbol, e.g., 0, such that they do not carry information. The
interleaving patterns for the (252, 139), (252, 73) and (252,
183) U-UV coded BICM schemes are M : {0, 1, 2, 3} 7→
{0, 1, 2, 3}, M : {0, 1, 2, 3} 7→ {0, 2, 1, 3} and M :
{0, 1, 2, 3} 7→ {0, 1, 2, 3}, respectively.

Figs. 7 and 8 show the SC decoding performance of the
(252, 139) U-UV coded BICM scheme and the (252, 73)
U-UV coded BICM scheme over the AWGN channel, respec-
tively. The approximated theoretical SC decoding performance
upper and lower bounds are shown as benchmarks. They
include eqs. (26) and (30) for general U-UV coded BICM
schemes and their optimal solutions as eqs. (27) and (31),
and eqs. (34) and (35) for U-UV coded BICM scheme with
BCH component codes. It can be seen that among all approxi-
mated performance bounds, eqs. (34) and (35) are the tightest
references, since they are computed based on the component
codes’ weight spectrum. Meanwhile, the approximated upper
and lower bounds of (27) and (31) reveal the performance
potential of the U-UV coded BICM scheme. They can be
approached by choosing better component codes and their
subsequent rate allocation. Note that Fig. 8 shows for the (252,
73) U-UV coded BICM scheme, the specified upper bound
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Fig. 8. SC decoding performance of the (252, 73) U-UV coded BICM with
16-QAM over the AWGN channel.

Fig. 9. SC and SCL decoding performances of the (252, 139) U-UV coded
BICM with 16-QAM over the AWGN channel.

of (34) overlaps the approximated upper bound of (27). This
indicates that the proposed component rate allocation method
already provided an optimal solution.

Fig. 9 shows the SCL decoding performance of the (252,
139) U-UV coded BICM scheme over the AWGN channel.
The SCL decoding is parameterized by its output list size l.
Note that for the U-UV codes, it is ensured that the OSD
of each BCH component code yields a decoding output list
size that is greater than l. It can be seen that the decoding
performance improves as the list size increases. They are
compared with the (256, 140) BIPCM scheme [22]. The
polar code is constructed using Monte Carlo simulation with
a design SNR of 3dB. Note that a length-8 CRC code is
outer concatenated with the polar code for enhancing its
SCL decoding performance [9]. It can be seen that with
the same decoding output list size, the U-UV coded BICM
scheme can outperform the BIPCM scheme. However, the
U-UV coded BICM scheme’s performance gain decreases as
the decoding output list size increases. It implies that the
SCL decoding with a small output list size is more effective
for the U-UV coded BICM. Note that this observation is
consistent with our earlier research that considers only binary
modulation [11], [43]. U-UV code’s performance advantage is
primarily due to the fact that in the short-to-medium length

Fig. 10. FER decoding performances of the U-UV coded BICM and BIPCM
with 16-QAM over the AWGN channel.

Fig. 11. BER decoding performances of the U-UV coded BICM and BIPCM
with 16-QAM over the AWGN channel.

regime, channel polarization remains incomplete, limiting the
performance of CRC-polar codes. The U-UV code overcomes
this by transmitting component codewords through the sub-
channels, so that it does not depend on complete channel
polarization. With a strong component code decoding such
as the OSD, its SCL decoding performance is superior to that
of a CRC-polar code.

Figs. 10 and 11 further compare the U-UV coded BICM
scheme with the BIPCM over a wider range of rate region,
showing both of their decoding FER and bit error rate (BER)
performances. The above mentioned (252, 73), (252, 139) and
(252, 183) U-UV coded BICM schemes are compared with
the BIPCM schemes using (256, 74), (256, 140) and (256,
186) CRC-polar codes, respectively. Thet yield the rates of 0.3,
0.55 and 0.73. The polar codes are designed using the Monte
Carlo method at the SNR of 1dB, 3dB and 1dB, respectively.
Again, length-8 CRC codes is used. They again show the
U-UV coded BICM schemes can outperform BIPCM schemes.
In particular, the performance advantage of the U-UV coded
BICM enlarges in the low rate region. Table I further compares
their decoding complexity, in which the average number of
the floating point operations (FLOPs) and binary operations
(BOPs) are measured. It can be seen that the performance
advantage of the U-UV coded BICM schemes come at the
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TABLE I
DECODING COMPLEXITY OF DIFFERENT BICM SCHEMES

Fig. 12. SC and SCL decoding performances of the (504, 304) U-UV coded
BICM with 256-QAM over the AWGN channel.

cost of a higher decoding complexity. This is mainly due to
the OSD in decoding the component codes, whose complexity
is exponential in the decoding order [43]. In this work, the
OSD orders are chosen according to (9) to generate the ML
decoding performance of component codes. This also explains
why SCL decoding complexity of the U-UV coded BICM
scheme decreases for a higher rate code, which is opposite
to the BIPCM scheme. However, it should be pointed out that
the OSD complexity can be effectively reduced by various
approaches, such as the box-and-match algorithm [44] or the
early termination that terminates the decoding once an ML
codeword is identified. Moreover, it is possible that smaller
OSD orders can also enable the U-UV coded BICM scheme to
yield a similar decoding performance. However, investigating
low-complexity decoding of the BICM scheme is beyond the
scope of this work, which will be considered in future.

Fig. 12 shows the SC and SCL decoding FER performances
of the 3 levels (504, 304) U-UV coded BICM with the Gray
labelling 256-QAM over the AWGN channel. It achieves a
transmission rate of 4.83 information bits per symbol. In this
case, there are eight component codes and eight modulation
channels, i.e., γ = m = 8. The component codes are of length
63 and dimensions {k0, k1, k2, k3, k4, k5, k6, k7} =
{0, 16, 24, 51, 36, 57, 57, 63}. The interleaving pattern is
M : {0, 1, 2, 3, 4, 5, 6, 7} 7→ {0, 2, 1, 4, 3, 6, 5, 7}.

Fig. 13. SC and SCL decoding performances of the (252, 139) U-UV coded
BICM with 16-QAM over the Rayleigh fading channel.

Fig. 14. SC decoding performance of the (252, 139) U-UV coded BICM
with 16-QAM and different interleavers over the AWGN channel.

Similarly, Fig. 12 again shows the SC decoding performance of
this U-UV coded BICM scheme is enveloped by the specified
ML decoding upper and the approximated lower bounds of
(34) and (35), respectively.

Fig. 13 shows the SC and SCL decoding performances of
the (252, 139) U-UV coded BICM with the Gray labelling
16-QAM over the Rayleigh fading channel. It is a fast fading
channel with fading coefficients changing independently over
symbols. It is assumed that the channel state information
is known by the receiver so that coherent detection can be
realized. As comparison, SCL decoding performance of the
(256, 140) BIPCM scheme is also provided. The polar code
is designed by the Monte Carlo method at the SNR of 9 dB
and it is concatenated with a length-8 CRC. Again, it shows
the U-UV coded BICM scheme can significantly outperform
the BIPCM scheme, yielding the greater coding gains than the
case in the AWGN channel.

Finally, Fig. 14 demonstrates the impact of different inter-
leaver designs by comparing the SC decoding performances
of the above mentioned 2 levels (252, 139) U-UV coded
BICM scheme. The two interleaving patterns are M1 :
{0, 1, 2, 3} 7→ {0, 1, 2, 3} and M2 : {0, 1, 2, 3} 7→
{0, 2, 1, 3}. Note that with the Gray labeling 16-QAM
and four component codes, there are only two subchannel
capacity polarizations, which can be yielded by these two
interleaving patterns, respectively. The decoding FER upper
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bound, i.e., eq. (34), of the two U-UV coded BICM schemes
are also provided. It can be seen that interleaving pattern
M1 prevails M2. The theoretical upper bound also shows the
same conclusion. This echoes our discussions in Section IV-B
that the theoretical decoding performance bounds can enable
us to design the interleaving pattern without incurring the
exhaustive simulations.

VI. CONCLUSION

This paper has proposed the design of BICM scheme for the
U-UV codes, in order to realize spectrally efficient transmis-
sion for this competent short-to-medium length channel code.
The interleaver has been designed such that the component
code rates can be allocated based on the estimated polarized
subchannel capacities. Two modulation subchannel capacity
estimation methods have been introduced. They are based on
the Bhattacharyya parameter and the GA, respectively. With
the estimated subchannel capacities, the finite length rate and
the equal error probability rule can be further applied to
design the component code rates. The theoretical SC decoding
performance bounds and their approximations of the U-UV
coded BICM scheme have been analyzed. These performance
characterizations not only provide theoretical benchmarks for
our simulations, but also helps the design of the BICM
scheme. Using BCH codes as the component codes, extensive
simulation study has been conducted on the proposed BICM
scheme. It has shown that with the proposed design, the
U-UV coded BICM can provide competent performance with
both the SC and the SCL decoding, verifying the theoretical
performance analysis. Meanwhile, our results have also shown
that the U-UV coded BICM scheme can outperform the
existing BIPCM scheme.
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